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1 .  Ov e r v i e w  

RobotCub is an Integrated Project funded by European Commission through its Cognitive Systems and 

Robotics Unit (E5) under the Information Society Technologies component of the Sixth Framework 

Programme (FP6). The project was launched on the 1
st
 of September 2004 and ran for a total of 65 

months. The consortium is composed of 11 European research centres and is complemented by three 

research centres in the USA and three in Japan, all specialists in robotics, neuroscience, and 

developmental psychology. The non-European partners
1
 have a consulting role. 

 

The project has two main goals: (1) to create a new advanced humanoid robot ï the iCub
2
 ï to support 

Community research on embodied cognition, and (2) to advance our understanding of several key issues 

in cognition by exploiting this platform in the investigation of cognitive capabilities. 

 

RobotCub is a highly interdisciplinary teamwork-driven project: it depends crucially on the many inputs of 

all eleven of its partners: from neuroscience and developmental psychology, through computational 

modelling, computer science, and robotics, to human-robot interaction. The total funding for the project is 

ú8.5 million, a significant component of which (approximately 25%) is targeted at providing up to eight
3
 

copies of the iCub cognitive humanoid robot for the research community at large. 

 

The iCub itself is a 53 degree-of-freedom humanoid robot of the same size as a three/four year-old child. 

It can crawl on all fours and sit up. Its hands allow dexterous manipulation and its head and eyes are fully 

articulated. It has visual, vestibular, auditory, and haptic
4
 sensory capabilities. The iCub is an open 

systems platform: researchers can use it and customize it freely
5
. It is intended to become the research 

platform of choice, with people being able to exploit it quickly and easily, share results, and benefit from 

the work of other users. 

 

Over the past seventeen months, the principal objectives (called specific objectives ï SO) for the period 

have been substantially achieved: 

 

SO-1: A timeline description of human infantsô cognitive development based on recent and 

well documented experimental results. This is likely to be made into a book published, for 

example, in the Cognitive Systems Monographs series (COSMOS, Springer). A new version of the 

Cognitive Architecture suitable for implementation has been created. 

SO-2: The finalization of the complete design, fabrication, assembly, test, and documentation 

of the iCub and its duplication in a number of copies for the winners of a competitive call. 

                                                     
1
 Formally, non EU partners arenôt partners in the contractual sense. They were invited to RobotCub 

meetings and activities with a consulting role in the recognition of their scientific excellence in some of the 
topics of the RobotCub project. 
2
 CUB stands for Cognitive Universal Body. 

3
 Seven platforms were finally awarded to research institutions worldwide, all delivered at the moment of 
writing. Two additional platforms were built and awarded to the Consortium following the Y1 reviewersô 
recommendations. Two platforms are also available in Genoa, the initial prototype and a copy realized on 
IIT internal funding. 
4
 Under development (see FP7 project Roboskin, FP7-IST-231500). 

5
 The iCub is freely licensed under the GNU General Public Licence. 
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Although amenable to improvements (currently a new version is under study and initial design stage), 

the iCub is in a state whereby multiple copies have been built (15 at the moment of writing) or are 

planned (5 more in the production line), several heads or other body parts have been also built (3) or 

are planned (3 more). 

SO-3: The implementation of a set of cognitive abilities in the iCub. Several basic cognitive 

abilities have been implemented on the iCub following a general sketch of a cognitive architecture. 

These include: reaching, grasping, affordance learning, crawling, attention, basic vision (stereo, 

motion), memory (episodic and procedural), some interaction and imitation skills. All Workpackages 

have their work on the iCub following the iCub software standards. There were four subgoals as 

detailed below: 

a. The ability of learning and exploiting object affordances in order to correctly manipulate 

objects on the basis of the goal of the experiment. 

b. The ability of understanding and exploiting simple gestures to interact socially. 

c. The ability of learning new manipulation skills and new communicative gestures by correctly 

interpreting and imitating the gestures of a human demonstrator. 

d. The ability to crawl, sit up, and keep the upper torso and head stable when reaching. 

We are confident to say that tasks (a), (b), and (d) are at a good level of implementation and 

integration. Task (c) is somewhat more fragmented. 

SO-4: Results of the testing of new technologies. Technology evaluation is continuing. While this 

cannot influence the current realization of the iCubôs, it is possible to start planning a second design 

iteration with some technological improvements: e.g. joint-level torque control, smoother trajectory 

generation, skin sensing, custom motors, and better camera/lenses, new control electronics. This is 

currently under design in good part thanks to IIT internal funding. 

SO-5: Community building has continued at a good pace. The iCub middleware for example is 

being used to develop robot control software or in general to support cognitive systems work in 

several laboratories outside the RobotCub consortium. More iCubôs are under construction. The total 

count by mid 2010 will be of 20 (complete platforms) plus several partial realizations. A form of 

association or foundation (the legal form is probably going to be a European Interest Group) for 

managing the iCub software, hardware, to take decisions and integrate further work is going to be 

created. We formed contacts with other Open Source developers as e.g. Willow Garage 

(http://www.willowgarage.com) and AIST Open RTM (http://www.is.aist.go.jp/rt/OpenRTM-aist/html-

en/). Integration with Orocos (http://www.orocos.org/) has been also started by independent 

developers. 

 

M o s t  s i g n i f i c a n t  d e l i v e r a b l e s  

 

Deliverable 
number 

Title Description 

D2.1 A Roadmap for the Development 

of Cognitive Capabilities in 

Humanoid Robots. 

This is the final update of the Cognitive Roadmap. This 

deliverable is a written report. 

D2.2 Software Implementation of the 

iCub Cognitive Architecture 

This deliverable is a report (manual) and demo 

(software) of the iCub Cognitive Architecture, release 

http://www.willowgarage.com/
http://www.is.aist.go.jp/rt/OpenRTM-aist/html-en/
http://www.is.aist.go.jp/rt/OpenRTM-aist/html-en/
http://www.orocos.org/
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(version 2.0). 2.0 (release 1.0 was delivered at M48). 

D3.6 Software implementation of the 

phylogenetic abilities specifically 

for the iCub & integration in the 

iCub Cognitive Architecture. 

This deliverable collects all contributions to the D2.2 

from Workpackage 3 (sensorimotor coordination). In 

practice, this is a report and demo (manual and 

software) of the experiments on sensorimotor 

coordination and elements of the Cognitive 

Architecture as identified in D2.1. This deliverable has 

been made into a Wiki page which contains links to the 

software modules/applications (running on the iCub 

and committed to the iCub repository) and links to 

technical papers and videos. 

D3.7 Results from Electrophysiological 

study of human sensorimotor 

representations. 

This deliverable is a report on the experiments 

concerning the study of human sensorimotor 

representation. Thanks to UNIFE, RobotCub had the 

unique chance of access data of electrophysiological 

recording in humans during surgery. This deliverable 

reports about these studies. 

D3.8 Demo of the iCub crawling and 

switching to a sitting position. 

This is a demo of the iCub crawling controllers. 

D4.1 Results of experiments on 

affordant behaviours. 

This deliverable is made of two components: a report 

on the experiments on learning and detecting 

affordances, and the demo of the same experiments on 

the iCub. 

D4.2 Software for the iCub & 

integration in the iCub Cognitive 

Architecture. 

This deliverable item is the software contribution of 

Workpackage 4 to the Cognitive Architecture (see 

D2.2). 

D5N.1 Imitation and communication for 

the iCub. 

This report of the new Workpackage (WP5N) describes 

the experiments on imitation and communication. 

D5N.2 Imitation and communication on 

the iCub. 

This is the demonstration of the experiments described 

in D5N.1. 

D5N.3 Imitation and communication 

software release for the iCub. 

This is the software contribution of Workpackage 5N to 

the Cognitive Architecture described in D2.2 and 

represents also the demo of D5N.2 and reported in 

D5N.1. 

D7.5 Status of the platform: major 

changes, debugging activities, 

problem report. 

A description of the iCub final modifications (new 

versions, improvements, etc.). 

D8.5 Robot Documentation. The latest version of the iCub manual which is 

available online (Wiki pages). This is the ultimate 

collection of documents describing hardware and 

software of the iCub. 

D9.2 Material produced for the training 

activities. 

Description of the activities organized for training. 

RobotCub has organized its annual Summer School 
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and a number of additional training events especially to 

iCub owners. 

D9.3 Progress report on 

Internationalization activities. 

Dissemination about the iCub and RobotCub has been 

solid during the last period of the project. This is a 

report of the activities. 

 
All deliverables have been completed. 
 

L e g e n d  

For convenience we report here the list of partners and adopted short names. 

 

Partner number Short name Full name 

1 UGDIST University of Genoa, DIST, IT 

2 SSSA Scuola Superiore S. Anna, IT 

3 UNIZH University of Zurich, CH 

4 UNIUP University of Uppsala, SE 

5 UNIFE University of Ferrara, IT 

6 UNIHER University of Hertfordshire, UK 

7 IST Istituto Superior Tecnico, PT 

9 EPFL Ecole Polytechnique Federal de Lausanne, CH 

10 TLR Telerobot Ocem Srl, IT 

12 IIT Italian Institute of Technology, IT 

13 USFD University of Sheffield, UK 

 

Partner 8 (Univ. of Salford) left the Consortium in favour of partner 13. Partner 11 EBRI left the 

Consortium after year 2 (no expenditure). 

 

RobotCub papers are marked in yellow and are available for download from: 

http://www.robotcub.org/misc/review5/papers/papers.html 

they contain full technical details of the experiments are complete results. 

http://www.robotcub.org/misc/review5/papers/papers.html
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Key results 

Although the overall timing of the project was very tight, the project is substantially on schedule and the 

major milestones have been met. In particular, (M4.1) the Open Call has been completed (7 robots 

delivered), (M4.2) the iCub Open Source is ñself supportingò being used outside the iCub consortium and 

by a larger group of users than originally planned for (though hoped), and (M4.3) the Consortium released 

a new version of the iCub Cognitive Architecture software. 

 

The following are a selection of highlight of the results achieved by the project over the past 17 months. 

Many more achievements are detailed in Section 2. 

 

1. More than 70 papers have been published (or are currently submitted or accepted) during the last 

period; this number is approximately similar to the previous period. A full list is provided in 

Section 5 and available for download from the URL: 

http://www.robotcub.org/misc/review5/papers/papers.html 

2. 7 copies of the iCub have been built for the Open Call, 4 copies for the partners, several other 

parts (heads) also made available inside the Consortium. 

3. iCub v1.1 have been designed and standardized as the final version at the end of RobotCub. This 

includes: force/torque sensors, full body covers, additional electronics (hand position sensors), 

some rewiring, noise reduction in position measurements, and a certain number of small 

modifications/improvements. Currently, 3 robots (2 at IIT and 1 outside IIT) have been updated to 

v1.1. The remainder of the Open Call robots is at version 1.0. New robots will be built directly at 

version 1.1 and possibly existing robots upgraded (as for the ITALK project robots). Robot 

versions are described later in WP7. 

4. New documentation structure on the RobotCub Wiki in the form of a manual. This will include all 

documentation required to duplicate, assemble, install and run the iCub and includes both 

hardware and software (D8.5). This has been updated consistently since last period also because 

of standardization of the production procedures. 

5. Porting of all subsystems developed in the various WPs into the iCub making all software fully 

compatible. More integration has been achieved as per the reviewersô request. Especially, with 

respect to the role of attention in the Cognitive Architecture, integration between robotics and 

neuroscience has progressed substantially. 

6. It was decided to extend the Open Call to one more winner (Urbana-Champaign). 

7. A new release of the Roadmap of the Development of Cognitive Capabilities in Humanoid Robots 

(D2.1) has been prepared; this document will form the seed of a book published by Springer. 

8. iCub was made to reach and grasp objects reliably (with certain limitations), this now connects 

smoothly with the research on learning of affordances. 

9. Zero-force control can be demonstrated on the iCub using the installed force-torque sensors. 

10. New experiments on infants and adults have been developed looking at reaching, objects, the 

understanding of actions and communication behaviours. 

11. Electrophysiological recording in humans have been performed. 

http://www.robotcub.org/misc/review5/papers/papers.html
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12. The iCub has been upgraded in several ways. Versioning has been defined for the iCub 

mechanics/electronics. A new release (v2.0) with several advanced features is in a later stage of 

mechanical design. 

13. Some investigation on the ñfitnessò of the iCub for bipedal walking has been completed. This 

helps in improving the design of the new release (v2.0). In particular, a gait model for the iCub 

was developed. 

14. Effect of force in the interpretation of observed actions has been assessed in humans by using 

TMS. Also, a TMS experiment shows the involvement of the primary motor cortex (M1) in the 

perception of speech. 

15. Imitation behaviours can be shown on the iCub. This is one of the demos at the review meeting. 

16. The Interaction History Architecture (IHA) has been used in a new experiment showing human-

robot interaction on the iCub. New modules and sensory processing have been added. 

17. Sensorized fingertips are at a later stage of integration on the iCub (v1.2). 

18. An improved PC104 I/O card has been designed with advanced characteristics (to support further 

development on the iCub). Current control on the iCub electronics has been tested (by small 

modifications of the existing electronics, this can be retro-fitted to the existing cards). 

19. A new XML standard has been defined to support the standardization of iCub applications made 

of several modules. An easy-to-use GUI is automatically generated from such applications 

helping the user in quickly starting up the iCub. 

20. The iCub appeared on several important dissemination and media events including among others 

ñNatureò, ICT in Lyon, IJCAI in the US, Futuris on Euronews and a documentary film ñPlug and 

Prayò. 
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2 .  C o n t r i b u t i o n  t o  t he  r e s e a r c h  f i e l d  

R e l a t i o n  t o  t h e  C u r r e n t  S t a t e - o f - t h e - A r t  

To the best of our knowledge, the iCub cognitive humanoid robot is at the forefront of research in 

developmental robotics. The empirical work on cognitive neuroscience and robotics that carried out by the 

partners is leading edge research. Together, these efforts have led to approximately 70 publications in 

the past period. 

 

We believe that RobotCub is truly an exceptional project for many reasons among which: 

 

¶ The creation of a developmental roadmap of human development; while this can potentially 

transform into a book, the Deliverable 2.1 contains already a full-fledged program of empirical 

research that may keep scientists busy for many years to come. This description of human 

development stresses the role of prediction into the skilful control of movement: development is in 

a sense the gradual maturation of predictive capabilities; 

¶ The creation of a model of ñsensorimotorò control and development which considers ñactionò (that 

is, movements with a goal, generated by a motivated agent which are predictive in nature) as the 

basic element of cognitive behaviours. Experiments with infants and adults have shown that the 

brain is not made of a set of isolated areas dealing with perception or motor control but rather that 

multisensory neurons are the norm. Experiments have proven the involvement of the motor 

system in the fine perception of othersô movements including speech; 

¶ The creation of a computational model of affordances which includes the possibility of learning 

both the structure of dependences between sets of random variables (e.g. perceptual qualities vs. 

action and results), their effective links and their use in deciding how to control the robot. 

Affordances are the quintessential primitives of cognition by mixing perception and action in a 

single concept (representation); 

¶ The creation of a computation model of imitation and interaction between humans and robots by 

evaluating the automatic construction of models from experience (e.g. trajectories), their 

correction via feedback, timing and synchronization. This explores the domain between mere 

sensorimotor associations and the possibility of true communication between robot and people; 

¶ The design from scratch of a complete humanoid robot including mechanics, electronics 

(controllers, I/O cards, buses, etc.) and the relative firmware; 

¶ A software middleware (YARP) which is now used even outside the project and given freely to the 

Open Source community; 

¶ The creation of a community of enthusiastic users and researchers working on testing, debugging 

and potentially improving the iCub of the future. 

 

To summarize, although much is still to be done to implement the cognitive skills described in our D2.1 

(roadmap of human development), we believe RobotCub to be a milestone in cognitive systems research 

by setting the basis and a solid framework for the community at large and for the first time providing 

opportunities of solid progress. This is possible because of the opportunity of creating critical mass, using 
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a common robotic platform and common software architecture, with the availability of technical support 

from an enthusiastic multidisciplinary team of developers, researchers and cognitive scientists. This 

places Europe at the forefront of research in cognitive systems and robotics, while maintaining truly 

international collaborations (via the Open Source strategy). 

 

Use of the knowledge generated by the project 

The knowledge being generated by the project can potentially be used any time, in the sense of being 

taken up by third parties in a transparent manner. The RobotCub project is dedicated to the production of 

free-available open source results licensed under the GNU General Public Licence. Consequently, direct 

commercial exploitation is possible according to the terms of the license. However, producing the iCub is 

still a difficult (and expensive) endeavour and consequently direct exploitation can only happen once 

applications justify the cost. 

 

For the time being, our explicit goal is to make the iCub humanoid robot the platform of choice for 

empirical research in embodied cognition and, to that end, our focus is on producing industrial grade 

designs and software, and making them freely available to the community on the RobotCub SVN 

repository. 

 

In spite of the restrictions of the GPL, several other research projects started using components of our 

software, in many cases unnoticed by the RobotCub consortium. For example, FP7 projects ITALK 

adopted the iCub as standard platform and is now actively contributing with an open source simulator. 

The project URUS used YARP (our middleware) and developed further on it (in particular an XML layer 

that formally describes applications). The project CHRIS (also FP7) adopted YARP as the basic control 

structure. The project SEARISE uses a good subset of YARP for controlling a trinocular head. The project 

ImClever is acquiring three copies of the iCub and will be using YARP. 
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S o m e  s n a p s h o t s  o f  o u r  w o r k  

 

 

 

 

 

 

 

 

 

 
 

 

 

Table 1: From left to right, from top to bottom: the iCub at IJCAI, Pasadena, CA (July 2009); the 
iCub reaching demo being shown at the Genoaôs science festival (Oct 2009); two moments at ICT 
in Lyon (Nov 2008) and two pictures of the iCub manipulating objects at the Summer School (July 
2009). 
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3 .  F o l l o w  u p  o f  p r e v i o us  r e v i e w  

R e c o m m e n d a t i o n s  

There were two recommendations following the 4
th
 review meeting in 2008. The text below is copied 

verbatim from the 4
th
 review report: 

1. WP 3ï6 should wrap up at 54 months with results ready for integration during the final 6 months 

of the project. Concretely, it is necessary to develop for each of these WPs scientific experiments, 

carried out on the iCub platform (rather than any other platform), which go beyond the current 

state of the art. Ideally, there should be clear links to the cognitive development roadmap. (See 

also recommendation/suggestion 2 in JB's report, annex 11.3.) Modify the project plan (month 48-

60 Implementation Plan) to terminate individual research on WP 3ï6 in month 54 and redirect the 

resources to completing the iCub scenarios. (But see recommendation 3 in JB's report, section 

11.3, regarding crawling and sitting up behaviours; see also paragraph 3.1 in SW's report, annex 

11.4.) 

2. For the final review, demos should all be on the iCub. WP presentations should address the goals 

of the work package, how they were met (or not). Partner contributions should be clearly 

identified and, possibly, quantified (see also JB's report, section 11.3 ï 1.3, Final Report and 

Review). 

 

Following these recommendations, the RobotCub Consortium set up a new implementation plan, which 

following also an extension of 5 months, can be summarized into five specific objectives: SO1 to SO5, 

whose key results were already sketched in the previous sections. 

O b j e c t i v e s  f o r  t h e  C u r r e n t  P e r i o d  

In short, our objectives were: 

¶ SO1, Cognitive Architecture definition and human cognitive roadmap 

¶ SO2, Open Call and platform completion 

¶ SO3, implementation of the Cognitive Architecture on the iCub 

¶ SO4, technology monitoring 

¶ SO5, community building 

 

The recommendations call for improving integration of the WP into the Cognitive Architecture and 

demonstrating this progress by better presentations and demos. This translates into revisiting the 

Cognitive Architecture (SO1) to improve the chances of implementation on the iCub and consequently 

concentrating most of the effort onto SO3. Simultaneously, SO2 was directed at the completion of the 

Open Call and robot improvements complemented by SO4 which monitored the possibilities of including 

new technologies on the iCub. Finally, SO5 was about increasing and improving the iCub community. 

 

For SO3, we have realized a certain number of demonstrations which include (live) as per the 

implementation plan: 

¶ Reaching, grasping, affordance understanding and imitation; 

¶ Human-robot interaction; 

¶ Crawling; 
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And a number of ancillary live demonstrations such as: 

¶ Gazing, memory and prediction; 

¶ Force control on the iCub; 

And a few more demonstrations on video/teleconferencing: 

¶ Predictive gaze; 

¶ Human imitation. 

 

These demonstrations aim at showing (together with the technical and scientific reporting) that all the 

objectives have been achieved. Although, much is still to be done to implement the cognitive skills 

described in our D2.1 (roadmap of human development), we believe RobotCub to be a milestone in 

cognitive systems research by setting the basis and a solid framework for the community at large and for 

the first time providing opportunities of solid progress. This is possible because of the opportunity of 

creating critical mass, using a common robotic platform and common software architecture, with the 

availability of technical support from an enthusiastic multidisciplinary team of developers, researchers and 

cognitive scientists. This places Europe at the forefront of research in cognitive systems and robotics, 

while maintaining truly international collaborations (via the Open Source strategy). 
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4 .  W o r k p a c k a ge  p r o gr e s s  

W P 1  ï M a n a g e m e n t  

Management of the Consortium progressed smoothly during the last period since all decisions were 

substantially defined after the 4
th
 review meeting and the recommendations were particularly clear. There 

were four formal meetings involving the whole Consortium (January, April, July, November in Pontedera, 

Lisbon, Sestri Levante and Genoa respectively). In addition several smaller meetings were called for 

discussing specific software-related issues. In particular, IIT/UGDIST people travelled three times to 

Lisbon while IIT received several visits by partners including UNIHER, EPFL, SSSA, and USFD. The 

Summer School as in the past served as a main gathering of RobotCub developers and considerable joint 

work was initiated or completed there. 

 

IIT has received budget (changing the original plan) to manage some of the Open Call acquisition of 

mechanical and electronics parts more efficiently. The budget transfer happened from UGDIST. Several 

other small changes in budget allocations have been made although they will be all settled at the end of 

the project since there arenôt other payments foreseen before the end of the project (the last payment had 

already happened and distribution of funding consequently). 

 

The coordinator UGDIST has also managed the request for extension (by 5 months) of the project and all 

communication with the Commission. Further details of the project management are available from the 

periodic management report (including cost tables and effort). 

 

 

W P 2  ï C o g n i t i v e  D e v e l o p m e n t  

Workpackage objectives 

In this Workpackage, we study the development of early cognition and how to model the relevant aspects 

of such process within the boundaries of an artificial system. In particular, we investigate the timeframe of 

a developmental process that begins to guide action by internal representations of upcoming events, by 

the knowledge of the rules and regularities of the world, and by the ability to separate means and end (or 

cause and effect). We study and model how young children learn procedures to accomplish goals, how 

they learn new concepts, and how they learn to improve plans of actions. This research is strongly driven 

by studies of developmental psychology and cognitive neuroscience and it will result in a physical 

implementation on an artificial system. 

 

This Workpackage has developed a conceptual framework that forms the foundation of the RobotCub 

project. It surveyed what is known about cognition in natural systems, particularly from the developmental 

standpoint, with to goal of identifying the most appropriate system phylogeny and ontogeny. It explored 

neuro-physiological and psychological models of some of these capabilities, noting where appropriate 

architectural considerations such as sub-system interdependencies that might shed light on the overall 

system organization. It prepared a roadmap that uses the phylogeny and ontogeny of natural systems to 

define the innate skills with which iCub must be equipped so that it is capable of ontogenetic 



 

Date: 11/12/09 
Version: No. 1.0 

 Page 14 of 153 

 
 

 

development, to define the ontogenetic process itself, and to show exactly how the iCub should be trained 

or to what environments it should be exposed to accomplish this ontogenetic development. Finally, it 

addressed the creation and implementation of an architecture for cognition: a computational framework 

for the operational integration of the distinct capabilities and cognitive skills developed in WP3-5N, and 

investigated the (very challenging) issue of theoretical unification of distinct models. 

Active tasks 

Task 2.1: Survey of what is known about cognition in natural systems, particularly from the 

developmental standpoint, with to goal of identifying the most appropriate system phylogeny and 

ontogeny (Note: this is well under way at present; see von Hofstenôs paper on development and D2.1). 

Task 2.2: Explore neuro-physiological and psychological models of these capabilities, noting where 

appropriate architectural considerations such as sub-system interdependencies that might shed light on 

the overall system organization. 

Task 2.3: iCub developmental roadmap: using the phylogeny and ontogeny of natural systems to define 

the innate skills with which iCub must be equipped so that it is capable of ontogenetic development, to 

define the ontogenetic process itself, and to show exactly how the iCub should be trained or to what 

environments it should be exposed to accomplish this ontogenetic development. 

Task 2.6: Software implementation of the iCub cognitive architecture. 

Progress towards objectives 

Task 2.1, 2.2 (see also WP3), 2.3. 

 

The latest version of the ñRoadmap of the Development of Cognitive Capabilities in Humanoid Robotsò 

(D2.1, RC_DIST_DV_Deliverable_D2.1.pdf) contains now a set of scenarios to guide the implementation 

of the Cognitive Roadmap in the iCub. Material was added the sections on Core Abilities: in particular to 

the sections on Objects, and People. Material was added to the sections on Development of Posture and 

Locomotion and Development of Reaching and Manipulation (four new subsections on Reaching, 

Grasping, Bimanual Coordination, and Manipulation). Material was added to the Development of Social 

Abilities. 

 

Section 17 Empirical Investigations was updated by adding sub-sections to individual aspects of the first 

three experiments: Looking, Reaching, and Reach and Grasp (Sections 17.1 ï 17.3). These sub-titles 

attempt to convey the chief characteristics of the experiments. Section 15.6, the iCub Cognitive 

Architecture was updated as follows. Section 15.6.6 Realization of an Essential Phylogeny has been 

extended and four new sections have been added: Section 15.6.7, Realization of the iCub Cognitive 

Architecture; Section 15.6.8, Implementation of the Cognitive Architecture; Section 15.6.9, The iCub 

Cognitive Architecture and the Posner Test; and Section 15.6.10, Future Work. Finally Section 15.7, Co-

Determination and Co-Development Revisited, has been deleted. 

 

Finally, an account of the revision history has been added to D2.1. We leave the reader to this document 

for details. 
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Task 2.6. 

The work this year was devoted to a concerted effort to drive the convergence of the software 

architecture and the cognitive architecture, the subsequent specification of a revised cognitive 

architecture, followed by the realization of this architecture as a collection of YARP iCub modules. 

 

These changes were motivated by a re-focusing on the function of cognition, in general, and internal 

simulation, in particular, to provide capabilities for prediction, explanation, and innovation. In addition, 

cognitive motivation encapsulated in the systems affective state were made more explicit so that they 

address curiosity (dominated by exogenous factors), exploration (dominated by endogenous factors), and 

social engagement (where exogenous and endogenous factors balance). This distinction between the 

exogenous and the endogenous highlighted the need to modify the attention system to incorporate both 

factors. 

 

These considerations led to significant changes in the cognitive architecture and a rationalization of the 

software architecture and the cognitive architecture. This rationalization occurred progressively 

throughout the year, with changes being consolidated at four project meetings in Pontedera (January 

2009), Lisbon (April 2009), Sestri Levanti (July 2009), and Genoa (November 2009). These developments 

(version 0.4 of the architecture) are documented fully on the iCub wiki (see, e.g., 

http://eris.liralab.it/wiki/ICub_Cognitive_Architecture). 

 

The rationalization of software and cognitive architectures involved the adaptation and extension of the 

old software architecture which encapsulated gaze, reaching, and locomotion capabilities into a more 

comprehensive architecture that incorporated the key components of the original cognitive architecture. 

This revised cognitive architecture thus became the first iteration of a blueprint for the realization of the 

cognitive architecture as a set of YARP iCub modules. The term software architecture then reverted to its 

original meaning as the YARP middleware system. 

 

In the process of this rationalization, a major change in specifying the revised cognitive architecture 

involved the replacement of the internal simulation area which had been inspired by Shanahanôs coupled 

hetero-associative memories with a new approach based on auto-associative perceptual memory and 

hetero-associative event memory. These were subsequently re-cast as an episodic memory and a 

procedural memory. 

 

Task 2.6 includes several modifications to the modules and iCub applications. These take the form of the 

following applications: 

¶ attentionDistributed: the iCub attention system 

¶ armCartesianController: iCub reliable reaching module 

¶ demoAffv2: affordance based behaviours 

¶ demoGrasp_IIT_ISR: reach and grasp objects on a table 

¶ demoReach_IIT_ISR: 3D tracking and reaching/pointing 

¶ drummingEPFL: reaching & rhythmic movement controller 

¶ iha: interaction history modules 

¶ imitation learning: imitation learning demos 
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which constitutes the building blocks of the various demos. It is to be noted that a new set of standards 

(described in WP8) allows a better ñpackagingò of applications and therefore we were able to recycle 

developed software with more reliability across institutions. 

The applications are listed at: 

 

http://eris.liralab.it/iCub/dox/html/group__icub__applications.html 

 

These applications in turn run blocks of interacting YARP modules which implement (distributed across 

various machines) the desired behaviours/capabilities. 

 

 

UGDIST/IIT 

The work at UGDIST and IIT include several changes among which, removal of the following 

components: 

¶ tracker (to be handled instead by attention/salience sub-system) 

¶ face localization (to be handled instead by attention/salience sub-system) 

¶ hand localization (to be  handled instead by attention/salience sub-system) 

¶ sound localization (to be handled by salience module) 

 

and the addition of the following components: 

¶ Exogenous Salience and Endogenous Salience 

¶  Locomotion 

¶  Matching 

¶ Auto-associative memory episodic memory 

¶ Hetero-associative procedural memory 

¶ Affective state 

¶ Action selection 

 

Beginning with the VVV 09 Summer School in Sestri Levante in July 2009, we undertook a substantial 

effort to realize the revised cognitive architecture as a complete software system comprising an integrated 

collection of YARP iCub modules. 

 

These modules comprise the following: 

¶ salience 

¶ endogenousSalience (work in progress) 

¶ egoSphere 

¶ attentionSelection 

¶ controlGaze2 

¶ episodicMemory 

¶ proceduralMemory  

¶ crossPowerSpectrumVergence 

¶ actionSelection (work in progress) 

http://eris.liralab.it/iCub/dox/html/group__icub__applications.html
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¶ affectiveState (work in progress) 

 

The salience, egoSphere, attentionSelection, and controlGaze2 modules were developed at IST, Lisbon, 

and were a key factor in the realization of the initial software architecture (version 0.4 and previous 

versions). 

 

The remaining modules were developed at UGDIST and IIT, Genoa, during and after the VVV ô09 

Summer School in Sestri Levante. 

 

In addition, several support modules were developed as part of this implementation effort.  These 

comprise the following: 

¶ cameraCalib 

¶ rectification 

¶ logPolarTransform 

¶ imageSource 

¶ autoAssociativeMemory 

¶ myModule (documentation demo) 

 

These have been committed to the iCub software repository and are documented on the iCub wiki. The 

principal modules and the cognitive architecture application are described in detail in D2.1. A specification 

of each of the main modules may be found on the iCub wiki at: 

http://eris.liralab.it/wiki/ICub_Cognitive_Architecture 

These have been committed to the iCub software repository and are documented on the iCub wiki 

(http://eris.liralab.it/iCub/dox/html/group__icub__applications.html). 

 

D. Vernon, G. Metta, and G. Sandini, "Embodiment in Cognitive Systems: on the Mutual Dependence of 

Cognition & Robotics", Invited Chapter to appear in "Embodied Cognitive Systems", J. Gray and S. Nefti-

Meziani (Eds.), Institution of Engineering and Technology (IET), UK, 2009 

 

IIT has also continued investigations on machine learning methods suitable for developmental learning, 

that is, methods which can run efficiently for prolonged periods of time. We investigated along a few 

directions in the context of the well-known kernel methods: 

¶ Online core vector regression: The common property of all Core Vector algorithms is a 

reformulation of a Support Vector Machine (SVM) (Cristianini, N. and Shawe-Taylor, J. 2000) 

optimization problem as a minimum enclosing ball (MEB) problem (Tax, D.M.J. and Duin R.P.W. 

1999). This has resulted in three interesting algorithms: Core Vector Machines for Classification 

(CVC) (Tsang, I.W, Kwok, J.T., Cheung, P-M, 2005) and Regression (CVR) (Tsang, I.W, Kwok, 

J.T., Lai K.T, 2005), and Ball Vector Classification (BVC) (Tsang, I.W., Kocsor, A., Kwok, J.T. 

2007). The latter is a classification algorithm that uses a simpler Enclosing Ball problem, in 

contrast with the minimum enclosing ball problem used in the two other algorithms. The principal 

advantage of reducing SVM to an MEB problem is the existence of efficient (1+Ů)- approximations 

that exist for the latter (Badoiu, M. and Clarkson, K.L., 2008). The computational complexity of 

these approximations is much lower than the complexity to compute an exact solution, as the 

http://eris.liralab.it/wiki/ICub_Cognitive_Architecture
http://eris.liralab.it/iCub/dox/html/group__icub__applications.html


 

Date: 11/12/09 
Version: No. 1.0 

 Page 18 of 153 

 
 

 

approximations compute the MEB only for a subset of the data (i.e. the core-set). After 

considering approaches to transform these algorithms in online versions. We considered two 

methods for transforming these algorithms into online versions (a streaming variant and the Ball-

Vector Classification method). Unfortunately, modifying the BVC algorithm for regression 

problems is not straightforward. One has to integrate the modifications that were made for CVR in 

the BVC algorithm, which involves reformulating the SVM optimization problem to a centre-

constrained minimum enclosing ball problem. These modifications, however, invalidate the 

bounds that are used in BVC to obtain the ballsô radius a priori. Although I have established 

bounds for the radius in this new setting, these are too loose for practical use and actually 

depend on the output values. This is in direct conflict with the context of online learning, as these 

output values cannot be known in advance. Due to these difficulties, the idea has been 

abandoned. 

¶ Development of a machine learning interface for YARP. The objective of YARP machine learning 

interface is to apply this methodology of modularization and abstraction to machine learning 

algorithms and their applications. The main advantage is that novel implementations of 

algorithms can easily be deployed on the robot and that applications only depend on an abstract 

interface, rather than a concrete implementation of an algorithm. Several improvements were 

made to the framework over the course of this period. An architectural overview of the framework 

in its current form is shown in Figure 1. One of the most prominent changes is that the 

transformer, i.e. a component that transforms/pre-processes input samples, has been separated 

into a distinct module. Consequently, users can initiate multiple transformers to perform 

sequential pre-processing steps. Another noteworthy change is the integration of prediction 

functionality in the training module. This eliminates the necessity to run separate training and 

prediction modules. Nonetheless, it is still possible for any training module to send its model to a 

(physically) separated prediction module. 

 

 

Figure 1: The YARP machine learning architecture. 

¶ Learning the iCub dynamics using LS-SVM. We investigated several techniques for the 

estimation of forces and torques measured in the kinematic chain of a robot arm. Note that the 

quantity measured by a force/torque sensor contains the sum of both external and internal forces 

and torques, i.e. x=xI+xE, where xI and xE refer to the internal and external forces and torques, 

respectively. The internal forces due to manipulator dynamics (e.g. gravity, inertia) must be 
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compensated in order to accurately detect external forces due to contact with the environment, 

such that xE=x-xest, with xest being an estimation of the internal forces. In this study, these internal 

forces were modelled using an analytical model of the relevant physics, an Artificial Neural 

Network (ANN) and a Least-Squares Support Vector Machine (LS-SVM). This resulted in the 

book chapter by Fumagalli et al. (2010) ï see below. 

¶ Online Kernel Methods with Constant Per-Sample Complexities. The kernel trick is a well-known 

procedure that has been used to apply a wide variety of linear batch and online learning methods 

on non-linear problems. It does so by applying the algorithm on input samples x that are mapped 

into a (usually) higher dimensional feature space ï ū(x). In algorithms that depend solely on 

inner products between inputs samples, these inner products can thus be substituted by a kernel 

function k(xi,xj)=ûū(xi),ū(xj)ü. This kernel function is evaluated directly in the original input space, 

without the necessity to actually compute the mapping ū(Ā). The prediction function is then 

described as a linear combination of kernel evaluations (i.e. the kernel expansion), such that: 
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Since we only need the inner products between samples, there is no need to describe the weight 

vector: 

 

()ä F=
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or the input samples explicitly in the feature space. The key property of the kernel trick is thus the 

implicit operation of an algorithm in a hypothetical feature space, without having to compute this 

mapping explicitly. However, the expansion causes the time and space complexities of the 

algorithm to increase linearly with the number of training samples. These linear space and time 

complexities are in direct conflict with the desideratum of continuous learning in developmental 

robotics. Any learning method that is supposed to run continuously for the entire operational 

runtime of a robot must have at most constant time and space complexities. One possible way of 

avoiding this linear complexity is to limit the growth of the kernel expansion. This can be done 

either by limiting the expansion to a fixed size or by combining input samples that are linear 

dependent in the feature space into one. A drastically different approach is to avoid the kernel 

expansion altogether by explicitly computing the feature mapping and w in the feature space. In 

case of the polynomial kernel this can be done easily, since the dimension of the corresponding 

feature space is finite. The polynomial kernel function can be decomposed as: 
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where d is the degree and n is the input dimensionality. Note that explicit computation of this 

mapping is computationally unfeasible for large d and n. Figure 6(a) demonstrates the time 

needed for each training sample using Passive-Aggressive for Regression (PAR) with both 

implicit and explicit evaluation of the polynomial kernel function. This figure clearly demonstrates 

the linear complexity of implicit kernel evaluation due to the kernel expansion and the constant 

complexity when using explicit kernel evaluation. The feature space of the RBF kernel is infinitely 
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dimensional and the feature mapping can therefore not be computed explicitly. Rahimi and 

Recht, however, propose a method to approximate shift invariant kernels using Fourier 

transforms. They derive stochastic mappings zɤ(x) (i.e. a random feature), such that the inner 

product of this mapping is an unbiased estimate of the RBF kernel, i.e. 

 

( ) ( ) () ()[ ]jijiji xzxzExxxxk wwg ,exp,
2

=--=  

Since zɤ(x) is stochastic, we can lower the variance of the approximation by concatenating D 

random mappings and normalizing each component for D. A comparison between the implicit 

RBF kernel and random feature approximation with different settings for D is shown in Figure 2. 

Additionally, Figure 3 shows the approximation accuracy of the random feature kernel. These 

figures demonstrate that the number of projections D effectively controls the trade off between 

speed and accuracy. A novel direction for explicit feature mappings can be the composition of 

more complex feature spaces by concatenating various explicit mappings. Contrary to traditional 

kernels that have to satisfy Mercerôs conditions, there are no strict requirements for explicit 

feature mappings. A particularly interesting approach would be to construct ñhybridò kernels by 

combining explicit polynomials or random features with handcrafted, domain specific features. 

 

We considered an online implementation of LS-SVM with random features kernel using 

incremental least square (with regularization). The Regularized Least Square (LS-SVM) works 

well also for non IID data and therefore is particularly indicated for robotic online learning (see 

Figure 4). These models (learnt) are meant to replace the handcrafted models for reaching and 

dynamics (force control). 

 

Fumagalli M., Gijsberts, A., Ivaldi, S., Jamone, L., Metta, G., Natale, L., Nori, F., Sandini, G. 

Learning to Exploit Proximal Force Sensing: a Comparison Approach. From Motor Learning to 

Interaction Learning in Robots, Elsevier. (2010). 

 

 

Figure 2: Comparison of average time per training sample with Passive-Aggressive for 
Regression when using implicit and explicit evaluation of the polynomial and RBF kernels. The 
explicit RBF kernel is approximated using random features with varying dimensions. 
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Figure 3: Approximation accuracy of random feature pre-processing with respect to the number of 
dimensions D. The horizontal bars indicate the standard deviations as obtained with 50 random 
trials. 

 

Figure 4: Comparison of Passive Aggressive Regression (PAR) and incremental Regularized 
Least Square (RLS) with random feature pre-processing. After initially training on 50000 samples 
in sequential order, both algorithms are fed the same samples in randomized order. Contrary to 
PAR, RLS constructs a model that generalizes well on the data and is thus unaffected by this 
abrupt change in ordering. 
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UNIZH 

Certain aspects of the approach to cognition which are described in the Deliverable 2.1 can be also found 

in the following paper: 

 

Pfeifer, R., Lungarella, M. and Iida, F. (2007b). Self-organization, embodiment, and biologically inspired 

robotics. Science, 318: 1088-1093. 

 

 

UNIUP 

As mentioned earlier, UNIUP activity in WP2 concentrated on the formulation of a set of scenarios to 

guide the implementation of the Cognitive Roadmap in the iCub. In particular, material was added the 

sections on Core Abilities: in particular to the sections on Objects, and People. Material was added to the 

sections on Development of Posture and Locomotion and Development of Reaching and Manipulation 

(four new subsections on Reaching, Grasping, Bimanual Coordination, and Manipulation). Material was 

added to the Development of Social Abilities. Deviations from the planned work (problems, solutions, 

etc.). 

 

von Hofsten,C. (2009) Action, the foundation for cognitive development. Scandinavian Journal of 

Psychology, 51, 1-7. 

 

 

UNIHER 

Cognitive development of prospective and episodic memory based action selection in social gesture 

communication and turn-taking interactions with humans was integrated and enhanced by short-term 

memory and gaze detection capabilities for improved ontogenetic mechanisms for Task 2.6 Software 

implementation of the iCub cognitive architecture. Due to its enabling role for gesture communication, the 

bulk of this work is reported under WP5N (including scientific work on the Interaction History Architecture 

(IHA), software release and demo). 

 

 

IST 

The work in this Workpackage has focused on the consolidation of the approaches to cognitive 

development presented during the previous years of the project. The approach considers the 

development stages roughly organized as: 

1. Learning about the self (sensory-motor coordination); 
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2. Selective Attention (information selection); 

3. Learning about objects (affordances); 

4. Learning about others (imitation). 

 

The work on sensorimotor coordination focused on ñsmartò exploration strategies for the generation of 

bodily motions in order to maximize the improvement in sensorimotor mapping. Instead of using random 

movements, active learning techniques have been studied and implemented to allow the robot to 

determine on-line the next exploratory movement, thus improving the efficiency of learning. 

 

The work on eye-neck coordination has continued in collaboration with the University of Uppsala and 

controllers were learned from existing data recordings from humans (infants). Experiments were 

performed on the iCub, in collaboration with Scuola Superiore SantôAnna on the predictive abilities in 

tracking objects across occlusions.  

 

The work on the attention system has focused on optimizing the operation of the iCubôs multimodal 

attention system and on the study of foveal sensor morphologies to reduce the visual information to 

process at each time step. Foveation plays a fundamental role on natural systems with gaze shifting 

capabilities, since it allows to speed up computations (and thus improve reaction times) at the cost of 

resolution in the peripheral view field.  Studies were directed to the mathematical basis of foveation and to 

the development of a sensor morphology adapted to the organismôs sensory experience. 

 

Work on object affordances concentrated on developing the software modules to support both the 

learning and the exploitation of learned affordances. Such modules will not only constitute the basis for 

final demonstrations but also future work on using affordances to predict, recognize and plan actions. 

Additional work was developed in the grasping affordances. We studied how an agent can learn from 

exploration what are the best grasping points in general objects and how grasping sequences can be 

optimized for each particular object. 

 

In the fifth year of the project, IST has developed the following main activities: 

 

3D model-based tracking ï Robust tracking of object is essential for the development of multiple 

sensorimotor coordination tasks. Following the work of previous years we have continued research on 

this topic and implemented in the iCub software architecture a tracking method that is robust to 

occlusions and motion blur, typical of robotics applications. The method has been used in several 

demonstrations of the iCub and to provide a basic perception mechanism for developing advances 

sensorimotor coordination tasks, such as predictive tracking across occlusions, a joint work with Scuola 

Superiore SantôAnna. 

 

Predictive Tracking across Occlusions on the iCub robot. E. Falotico, M. Taiana, D. Zambrano, A. 

Bernardino, J. Santos-Victor, C. Laschi, P. Dario. 9th IEEE-RAS International Conference on Humanoid 

Robots, Paris, December 2009.  
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Tracking objects with generic calibrated sensors: an algorithm based on color and 3D shape features, M. 

Taiana, J. Santos, J. Gaspar, J. Nascimento, A. Bernardino, P. Lima, Robotics and Autonomous 

Systems, in press, 2009. 

 

 

Figure 5: Examples of robust model based tracking in cluttered background with particle filters. 

Space variant sensing ï The space variant structure of the retina and of the retino-cortical mapping has 

major implications on the nature of visual processing in humans and in cognition in general. IST has 

conducted research on space variant sensing in two aspects: (a) the analysis of the mapping and on the 

generation of efficient computational constructs and (b) the optimal layout of the resolution over space 

according to the distribution of observed velocities, in an ecological perspective. 

 

 
 

 

(a) (b) (c) 

Figure 6: Self-organization of the retinal morphology given motion stimuli. (a) detectors initialized 
with random orientation. (b), (c) The final receptor-pairs configurations after observing rotating or 
scaled input pattern for time steps. 

 

Smooth Foveal Vision with Gaussian Receptive Fields. D. Pamplona, A. Bernardino. 9th IEEE-RAS 

International Conference on Humanoid Robots, Paris, December 2009. 

 

Evolving Predictive Visual Motion Detectors. J. Ruesch, A. Bernardino. IEEE - International Conference 

on Decision and Learning, Shanghai, China, 2009. 

 

Memory-space representations ï As an extension of the work previously developed in the attention 

architecture of the iCub, IST has investigated the use of representations for objects that can be stored in 

a long-term memory of the system for posterior recognition of previously seen objects. 
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From Pixels to Objects: Enabling a spatial model for humanoid social robots, Dario Figueira, Manuel 

Lopes, Rodrigo Ventura, Jonas Ruesch, Proc. of ICRA 2009 - IEEE International Conference on Robotics 

and Automation (ICRA-09), Kobe, Japan, 2009 

 

  

Figure 7: Example of object recognition (left) and conspicuity map (right). 

 

 

Deviations from the project work-programme 

None. 
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W P 3  ï S e n s o r i m o t o r  C o o r d i n a t i o n  

Workpackage objectives 

In this Workpackage, we studied and modelled the development of sensorimotor coordination and 

sensorimotor mapping. We identify how the sensorimotor system is determined by biology, how this is 

expressed in development, and how experience enters into the process in forming reliable and 

sophisticated tools for exploring and manipulating the outside world. Sensory information (visual, 

proprioceptive, auditory) necessary to organize goal-directed actions is considered. These aspects are 

investigated in humans and transferred into the cognitive architecture of the artificial system. There are 

two main objectives of WP3: 

1. Model how sensorimotor systems evolve from sets of relatively independent mechanisms to 

unified functional systems. In particular, we study and model the ontogenesis of looking and 

reaching for example by asking the following questions: How does gaze control evolve from the 

saccadic behaviour of newborns to the precise and dynamic mode of control that takes into 

account both the movement of the actor and the motion of objects in the surrounding? How does 

reaching evolve from the crude coordination in newborns to the sophisticated and skilful 

manipulation in older children? In addition, we model how different sensorimotor maps (for 

gaze/head orienting, for reaching, for grasping, etc.) can be fused to form a subjectively unitary 

perception/action system. We look also at how the brain coordinates different effectors to form a 

ñpragmaticò representation of the external world using neurophysiological, psychophysical, and 

robotics techniques. More specifically, the experiments considered are derived from Section 17 

(ñempirical investigationsò) of Deliverable 2.1. 

2. Investigate and model the role of motor representation as tools serving not only action but also 

perception. This topic, partially covered by WP4, WP5N, clearly benefits from a unifying vision 

based on the idea that the motor system (at least at its representational level) forms the ñactive 

filterò carving out passively perceived stimuli by means of attentional or ñactive perceptionò 

processes. 

 

As a result of WP2 the ñinnateò abilities were defined and the focus of the effort in months 49-65 was in 

the implementation of these phylogenetic abilities specifically for the iCub. No new tasks have been 

added in the period month 49 to month 65. Existing tasks addressed the implementation and integration 

of sensorimotor skills in the Cognitive Architecture. The neuroscience partners of the project coordinated 

contributions to the activities of this WP. 

 

Locomotion, although originally viewed as a simple task in autonomous relocation of the iCub, in now 

understood to be a complex and essential part of the complete sensorimotor capability of the iCub and 

was addressed explicitly in this Workpackage rather than in WP7 as it was in the first year of the project. 

 

This WP contributed mostly to objectives SO2 and SO3 described above. 
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Active tasks 

Task 3.1: Modelling the ontogenesis of gaze control and eye-head coordination, for example to study and 

model oculomotor involvement in orienting of visuospatial attention and visuomotor priming in object-

directed actions. 

Task 3.2: Modelling the ontogenesis of functional reaching and grasping of arm-hand cooperation 

(Grasping - haptic) to study aspects such as how to predict reaching/grasping outcomes and how to code 

action goals. 

Task 3.3: Bimanual Coordination. Activity here will be devoted to a relatively unexplored area (at least 

with respect to the scientific literature on manual reaching and grasping) of how bimanual coordination 

develops. 

Task 3.5: Neuroscience and robotic experiments on the functional development of cortical 

representations (i.e. sensorimotor synergies and somatotopy). 

Task 3.6: Modelling of locomotion and transitions between locomotion and rest (sitting) states; including 

simulation and robotic experiments on the autonomous exercise of locomotive behaviour. 

Task 3.7: Superposition of rhythmic and discrete movements. 

Task 3.9: Software implementation of the phylogenetic abilities specifically for the iCub & integration in 

the iCub Cognitive Architecture. 

Task 3.10: Electrophysiological study of human sensorimotor representations. 

Progress towards objectives 

The brain collects information about the environment through sensory systems and computes motor 

responses. How sensory and motor systems interact and how higher cognitive processes contribute to 

these computations is not fully understood. The dominant theory views input systems as modular, filtering 

sensory input in a feedforward manner to yield perceptual processes
1,2

, which, after possible interaction 

with attention, emotion, and memory modules, impact on motor systems controlling actions
3
. Accordingly, 

the posterior part of the cortex of higher mammals is mainly concerned with sensory information, whereas 

the frontal motor system serves a slave role under the dictate of perceptual and cognitive systems. 

 

Recent years have seen major challenges to this established view. The discovery of sensorimotor 

neurons in macaque monkeys prompted a new perspective
4
. Visuomotor neurons, discharging during 

both goal-directed actions and visual stimulation, were first discovered in the frontal eye field (FEF)
5
, 

where 40% of the cells are bimodal in this sense. Ventral premotor recordings further confirmed that 

sensorimotor neurons are the rule rather than the exception. Macaque area F4 shows trimodal neurons 

responding during movements, tactile stimulation of concordant body parts, and visual input from 

concordant regions of peripersonal space. These neurons seem to code the space around us in ómotor 

coordinatesô, therefore providing a direct link between a stimulus and the most appropriate movement to 

reach it
6
. Monkey premotor area F5 houses (i) canonical visuomotor neurons active during goal-directed 

action execution (e.g. grasping) and the visual perception of the object of the action, and (ii) mirror 

neurons (MNs), which activate during action execution and during the observation of another individual 

(monkey or human) performing a similar action
7-9

. Transcranial magnetic stimulation (TMS) of motor 

cortex
10

 and neuroimaging studies during action observation
11

 have shown that a similar 

observation/execution matching mechanism exists in humans as well. MNs can be multimodal, also 

responding to the sounds of actions (e.g., peanut breaking)
12-15

. The multimodal action-specificity of MNs 
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indicates that sensory, cognitive, and motor processes are functionally interwoven and that motor circuits 

play a role in action perception and in connecting basic actions to the goals they address, suggesting a 

mechanism for an important distinction in the theory of action
16,17

. Accordingly, perception, cognition and 

motor control share neuronal mechanisms and MNs, along with other sensorimotor neurons, are key to 

these shared functions
11,18,19

. In working memory tasks, cells with similar stimulus-specificity but located 

in both frontal and temporal areas could be shown to be mutually dependent functionally, therefore 

providing strong evidence for distributed action-perception circuits in memory processing
20

. 

 

The postulate that action and perception are interwoven with each other and form the basis of higher 

cognition is in contrast with the established modular view according to which perceptually-related activity 

in motor systems could still be accounted for in the sense of bottom-up effects. As the importance of 

sensory input on the control of actions is widely agreed upon, an evaluation of, and, eventually, decision 

between, the two alternative positions critically depends on the question whether activity in motor systems 

is relevant for perception and comprehension
21

. 

 

In summary, along these lines we realized a layered controller system for the iCub including: 

¶ Spinal behaviours: e.g. rhythmic movement and basic synergies, force feedback. We developed 

an architecture for the generation of discrete and rhythmic movements where trajectories can be 

modulated by high-level commands and sensory feedback. See EPFL and UGDIST/IIT sections 

below. USFD (only lately) has investigated aspects in connection with whole-body motion (task 

3.6 and 3.7). 

¶ Eye movements and attention: an attention system was developed which includes sensory input 

processing (vision and audition), eye-neck coordination, eye movements (smooth pursuit, 

saccades, VOR and vergence). Methods for tracking behind occlusions have been also 

investigated. See work by SSSA, UNIZH, and IST (task 3.1). 

¶ Reaching and body schemas: a robust task-space reaching controller has been developed and 

methods for learning internal models tested. Specifically, generic inverse kinematics models and 

human-like trajectory generation has been implemented for the iCub by taking into account 

various constraints such as joint limits, obstacles, redundancy and singularities. Examples can be 

found in the work of UGDIST/IIT, EPFL, IST, and SSSA (task 3.2). 

¶ Grasping: finally, based on reaching and orienting behaviours, a grasping module has been 

implemented. This allows the coordination of looking (for a potential target), reaching for it 

(placing the hand close to the target) and attempting a grasping motion (or another basic action). 

This work is described in the sub-sections of UGDIST/IIT and IST (task 3.2). 

 

Extensive investigation on the development of these abilities and their final form in adult humans has 

been carried out. Examples are reported below both in the work of UNIFE and UNIUP (task 3.3, 3.5 and 

3.10) but also with joint experiments (and publications), e.g. with IST, SSSA. Deliverable D3.1 and the 

more recent D3.7 testify this prolific activity (also in terms of publications). These results have formed our 

guides to the implementation of robotic models (task 3.9) although they details are not always fully 

ñneuralò based. We acknowledge instead the difference between the hardware of the brain and our digital 

computers and tried to mimic only certain properties of the solutions employed by the brain. One example 

is in serial vs. parallel implementation of computers vs. the brain. Where we use optimization methods, 
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the brain might be employing global states of equilibrium to find the same solution. It is to be expected 

that artificial cognition on digital computers is not going to simulate the fine details of the brain (though 

running simulations is entirely possible, making them work in real-time on a humanoid robot poses a set 

of additional challenges). 
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UGDIST/IIT 

 

Zero force control 

The goal of this work is to allow compliant control by employing the iCub force/torque sensors placed in 

the arms and legs. 

 

In general, the dynamics of a robotic manipulator can be described by the following equation: 

 

( ) ( , ) ( ) TM q q C q q G q u J F+ + = -
 

 

Where 
, ,q q q

represent the joint angle, velocities and accelerations, 
( ), ( , ), ( )M q C q q G q

 are the 

inertia matrix and the vector of centrifugal, Coriolis and gravitational joint torques. The effect of the 

external forces applied at the end-effector of the manipulator is projected in the joint space by the 

manipulatorôs geometric Jacobian. In order to purely react to measured forces, the command variable 

u should be chosen as: 

 
Tu J F=  

 

The force sensors are mounted in the upper part of each limb (root of the kinematic chain) of the iCub 

robot. Therefore, forces and torques need to be referred to the end point. 

 

 

 

Figure 8: Left panel, the force-torque sensor mechanics (also in WP7): the yellow part in the 
middle is sensorized by employing semiconductor stain gauges. Right panel, reference frames for 
the robot sensor kinematics as described in text. 

Measured forces can thus be transformed as follows: 

 

( )b

s sF H q F=
 

 

where sF
are the forces and torques measured by the sensors and 

( )b

sH q
is the 6x6 matrix, providing for 

the transformation of the measured forces into their equivalent at the end-effector, in the base frame 



 

Date: 11/12/09 
Version: No. 1.0 

 Page 31 of 153 

 
 

 

(here we consider that the forces measured by the force-torque sensor are only the external force, thus 

avoiding to consider the inner dynamic of the arm). 

 
b e b

s s eH H H=
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The control law is therefore: 

 

( ) ( , )T b

s su KJ q H q d F=
 

 

Being K a nxn gain matrix. 

 

More in general, desired forces dF
 can be imposed for interaction purposes. The control strategy can 

thus be generalized as: 

 

( ) ( , ) ( )T b

s s du KJ q H q d F F= -
 

 

which allows (in general) imposing a given mechanical impedance to the robot arm (there are 

considerations about redundancy and the number of available measurements that are not discussed 

further here for brevity). 

 

Reaching: the Cartesian Controller Interface 

Given the Cartesian position of an object to be grasped as result of a visual recognition process, the 

complexity of the reaching task is tackled with a modular approach (Figure 9): 1) in the first stage the arm 

joints configuration which achieves the complete desired pose (i.e. end-effector position and orientation) 

is determined through a nonlinear optimizer taking into account all the imposed constraints; 2) human-like 

quasi-straight trajectories are then generated independently by a biologically inspired controller. 

 

 

 

 

Figure 9: Diagram of implemented Cartesian controller. 

Solver module 
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To sidestep the weaknesses of kinematic inversion methods that do not account automatically for joints 

constraints (they usually resort to the null-space projection which has to be accurately tuned), a solution 

based upon a constrained optimization method has been adopted for the solver module. In particular, we 

used IpOpt which is a public domain software package designed for large-scale nonlinear optimization 

problems and is applied here to find solutions for the inverse problem as follows: 
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where the solution q is the joints vector with 10 components (7 joints for arm, 3 joints for torso or any 

other number of joints depending on the task) that is guaranteed to be found within the physical bounds 

expressed by qL and qU; xdſ(x,y,z)d is the positional part of the desired pose, Ŭd is the desired orientation 

and Kx and KŬ are the forward kinematic maps for the position and orientation part, respectively; qrest is 

used to keep torso as close as possible (weighting with a positive factor w<1) to the vertical position while 

reaching and Ů is a small number in the range of 10
-4

÷10
-5

. 

 

It shall be pointed out how this formulation of the problem allows prioritizing reaching of the target 

position, which plays a primary role, with respect to reaching of the desired orientation by splitting the two 

tasks and treating the former as a further nonlinear constraint, hence evaluated before any computation in 

the orientation space, and the latter as the actual function to be minimized. 

 

A non secondary benefit provided by IpOpt is the possibility to easily describe any additional constraints 

both in joint and task space as for example the set of linear inequalities required in managing the tendon 

limits of the iCub shoulder. These cover the convex hull of the shoulder movements. 

 

Controller module 

The generation of velocity profile is achieved by applying the concept of Multi-Referential Systems where 

two minimum-jerk generators, one in joint space and one in task space (Figure 10), produce velocity 

commands simultaneously; a coherence constraint is enforced by using a Lagrangian multipliers 

approach which also modulates the relative influence of joint vs. task space trajectory. For example, joint 

angle limits can be avoided while maintaining a straight trajectory. The advantage of such a redundant 

representation of the movement is that a quasi-straight line trajectory profile can be generated for the 

end-effector in the task space reproducing a human-like behaviour, while retaining converge property and 

robustness against singularities (the method is similar to the damped least square algorithm). 

 

The algorithm has two steps: 

 

Step 1. At any time each trajectory generator takes the desired target found by the optimization process 

and outputs the corresponding velocity profile which achieves the target following a minimum-jerk 

trajectory. Translating in formulas we have: 
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where T is the execution time, Ű is the normalized time (in [0, 1]) and aa,i represents a set of coefficients 

which depend on the initial velocity, the duration T and the difference between the target and the current 

position. 

 

 

Figure 10: The Multi-Referential controllers scheme described in the paper by Hersch et al. 

Step 2. Since the temporary desired velocities do not verify the kinematic constraint given by, being J the 

Jacobian of the kinematic map, as the two systems evolve independently, the coherence is enforced by 

applying a Lagrangian multipliers method which identifies the joints velocities by solving the minimization 

problem: 
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with Wq and Wx appropriate semi-definite diagonal matrices. 

 

With respect to the original implementation of the algorithm (see Hersch et al.), VITEôs controllers have 

been replaced with time-based minimum-jerk generators that provide much better performance in terms 

of level of similarity between the resulting velocity profiles and the desired human-like prototypes 

especially for short trajectories (see Figure 11). 
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Figure 11: Comparison between VITE and Min-Jerk Generator. 

One crucial aspect of the ñnewò generators is that they act in open loop for the execution time T; soon 

afterwards the new position (i.e. the new joints configuration just attained) is read back yielding a further 

error (much smaller this time) which in turn forces the system to react, thus playing the role of a closed 

loop component sampled at the end of each trajectory. The error is however small and it is determined by 

how good the velocities commands are executed by the low level PIDôs running on the embedded iCub 

controllers. 

 

Cartesian Interface 

From the software standpoint a special YARP interface has been devised in order to provide an 

abstraction level embedded into the software for inverting/controlling the kinematic of the iCub. The 

purpose is twofold: 1) to allow the controller to run directly aboard the robot (i.e. on the PC104 hub) 

getting around the speed limitation due to the network by accessing the resources internal to the robot; 2) 

to specify a set of interface methods (such as go_to_pose(), get_pose(), set_trajectory_time(), é) that 

enable the user to configure and control the robot limb according to the needs without the use of an 

independent ad hoc YARP module. 

 

Concerning the first issue, a considerable gain in controller reactivity can be obtained by a factor of about 

50% with respect to a standard YARP module running outside the iCub. 

 

The interface resorts to a client/server architecture (Figure 12), where the client consists of a set of user 

functions, while the server, running locally to the robot, implements the core of the controller based on the 

Multi-Referential approach as described above. The hidden part is represented by the IpOpt solver which 

is made available by a more powerful machine of the iCub cluster in order not to overload the internal 

PC104 CPU. 
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Figure 12: The modular Cartesian Interface architecture. 

 

Grasping: the Action Primitives Library 

By relying on the YARP Cartesian Interface, a library has been developed with aim of providing the user a 

collection of action primitives such as reach(), grasp(), tap(), é along with an easy way to combine them 

together forming higher level actions in order to eventually execute more sophisticated tasks without 

reference to the motion control details. 
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Figure 13: The Actions Queue. 

 

Central to the libraryôs implementation is the concept of action. An action is a ñrequestò for an execution of 

three different tasks according to its internal selector: 1) it can ask the system to wait for a specified time 

interval; 2) it can ask to steer the arm to a specified pose, hence performing a movement in task space; 3) 

it can command the execution of some predefined sequences in joint space identified by a tag; besides 

there exists the possibility of generating one action a task of type 2) simultaneously to a task of type 3). 

Moreover, whenever an action is produced from within the code the corresponding request item is pushed 

at the bottom of actions queue. Therefore, the user can identify suitable fingers movements in the joint 

space, associate proper grasping 3D points together with hand posture and finally execute the grasping 
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task as a harmonious combination of a reaching movement and fingers actuations, complying with the 

time requirements of the synchronized sequence. 

 

To detect a finger contact either with the graspable object or with another finger in order to stop the 

motion preventing any damage, readouts from the low-level control status are profitably exploited, 

measuring whether the voltage error overcomes a specified threshold. Recently, in this respect, a more 

robust model-based approach has been conceived which measures the discrepancy between the current 

finger motion and the one foreseen as result of first order approximation of the multi-springs system. 

Workpackage 4 contains more details on the development of grasping, exploration of objects and 

affordances (therefore naturally connecting to the results of Workpackage 3). 
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Bimanual coordination 

RobotCub supported porting of the architecture from the Gnosys project through collaboration at IIT with 

Pietro Morasso and Vishu Mohan. This resulted in a paper (and videos) available from the RobotCub 

paper download page (http://www.robotcub.org/misc/review5/papers/papers.html): 

 

Mohan, V., Morasso, P., Metta, G., Sandini, G. A biomimetic, force-field based computational model for 

motion planning and bimanual coordination in humanoid robots. Autonomous Robots. (in press). pp.1-46 

(2009). 

 

 

SSSA 

Sensorimotor maps for reaching and grasping ï The sensorimotor maps were created in a motor 

babbling phase in which information of the joints of the manipulator and visual features of the end-effector 

were collected. A forward model of the robot was constructed with the babbling information previously 

stored using the ANFIS neural networks. The forward model constructed was used to initialize an image 

Jacobian. The image Jacobian serves in a reaching task using a visual servo controller. The controller 

and vision modules were tested in the iCub simulator and in the iCub robot. The modules have been 

uploaded in the repository. For further information refer to the deliverable D3.5 month 42, and to the 

publication: 

 

Daniel Fernando Tello Gamarra, Kenneth Pinpin, Cecilia Laschi, Paolo Dario. ñForward Model Applied in 

Visual Servoing for a Reaching Task in the iCub Humanoid Robotò, Applied Bionics and Biomechanics 

Journal, Vol. 6, Issue 3, pp. 345-354, Taylor&Francis 2009. 
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Smooth pursuit and occlusions ï The purpose of smooth pursuit eye movements is to minimize the 

retinal slip, i.e. the target velocity projected onto the retina, stabilizing the image of the moving object on 

the fovea. This cannot be achieved by a simple visual negative feedback controller due to the long delays 

(around 100 ms in the human brain), most of which are caused by visual information processing. During 

maintained smooth pursuit, the lag in eye movement can be reduced or even cancelled if the target 

trajectory can be predicted (Fukushima et al. 2002; Wells and Barnes, 1998; Whittaker and Eaholtz, 

1982). An important biologically plausible smooth pursuit controller has been proposed by Shibata and 

Schaal (Shibata et al. 2005). This controller learns to predict the visual target velocity in head 

coordinates, based on fast on-line statistical learning of the target dynamics. The model proposed by 

Shibata results as the best solution to represent predictive behaviour and on-line learning in the smooth 

pursuit eye movement. We proposed a memory-based internal model that stores the model parameters 

related to the target dynamics added to the Shibata's model (Shibata et al. 2005). Therefore, after a 

learning phase, the system can recall already experienced target dynamical parameters and improve its 

performance, e.g. in terms of convergence speed. This model has been implemented and tested both on 

the iCub simulator and on the iCub platform. The software code has been duly stored in the repository. 

 

The proposed model can represent the target dynamics even if the target is occluded. This work, in 

collaboration with IST, solves the problem of tracking targets across occlusions with predictive behaviour, 

like in humans. Tracking is based on an integration model of smooth pursuit and saccades. Smooth 

pursuit is able to predict velocity of target dynamics. When the target is occluded smooth pursuit is 

stopped, the internal model predicts the reappearance of the target and the gaze arrives at the opposite 

side of the occluder when the target reappears, then the smooth pursuit restarts. The model has been 

tested on MATLAB Simulink for sinusoidal dynamics with central occlusion and it has been implemented 

on iCub robot with the same settings and using a methodology based on 3D particle filter to track the 

target. This methodology is used to detect transitions between the states of full visibility and occlusions 

and it minimizes the noise during tracking of moving objects. Also in this case the software modules are 

available in the repository. 
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UNIZH 

The iCub humanoid robot offers a large number of sensors and actuators interlinked in a humanoid 

morphology and is therefore an ideal test-bed for models of visual attention, vergence, reaching and 

grasping. UNIZH starting point is that the proper development of the above abilities largely relies on 

prediction. Prediction, in turn, benefits from good information structure in the sensory stream. We 

describe work aimed at understanding how appropriate behaviours and adequate sensor morphology can 

increase information structure in the sensory-motor streaming and improve prediction (Martinez et al 

2009). 

 

In order to present how the association and causal relations among the variables (actuators and sensors) 

are going to depend on the morphology and specific behaviours we have adopted five measurements, all 

of them fundamentally based on Shannon entropy (Shannon 1948, Cover and Thomas1991), namely, 

entropy, mutual information, integration, and complexity (Lungarella et al., 2005), which measure 

statistical regularities among random variables without taking into account temporal precedence. Transfer 

Entropy is used to quantify causal relations (Schreiber 2000). These measurements were selected to 

compare the results of experiments, because they allow finding nonlinear statistical patterns and 

understand why a specific behaviour could give better relations among the data. Shannon entropy: 

measures the average uncertainty, or information. Given a discrete time series x(t) that can have N 

different states, it can be calculated using the state probability distribution according to: 
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Where Px(i) is the probability of x(t) being in the i
th
 state. When the uncertainty is maximal the entropy is 

maximal (uniform distribution), while deviations from equiprobability states result in lowered entropy 

(increased order and decreased uncertainty). Mutual information measures the deviation from statistical 

dependence between two or more random variables, quantifying the error we make in assuming x and y 

as independent variables. The formal definition of mutual information in terms of single and joint state 

probability distributions is 
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If x and y are two statistically independent random variables, Pxy(i, j)=Px(i)Py(j) and MI(x,y)=0. For this 

reason any statistical dependence between x and y yields MI(x,y)>0. However in general, the mutual 

information is insufficient to disclose directed interactions (e.g., causal relationships) between x and y, or 

between y and x. Integration is the multivariate generalization of mutual information (McGill 1954) and 

captures the total amount of statistical dependency among a set of random variables Xi forming elements 

of a system X={Xi}. Integration (Tononi et. all 1994) is defined as the difference between the individual 

entropies of the elements and their joint entropy: 

 

ä -=
i
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As for mutual information, if all elements Xi are statistically independent, I(X)=0. Any amount of statistical 

dependence leads to I(X)>0. If a system X has positive integration, and also it has locally segregated 

dependencies we would expect to find statistical dependence among units at specific spatial scales. A 

system combining local and global structure has high complexity: 
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Where H(Xi | X ï Xi) is the conditional entropy of one element Xi given the complement X ï Xi composing 

the rest of the system. Transfer entropy is the measure used to disclose the directed flow or transfer of 

information (also referred to as ñcausal dependencyò) between time series (Schreiber 2000). Given two 

time series Xt and Yt, transfer entropy essentially quantifies the deviation from the generalized Markov 

property: p(xt+1 | xt)=p(xt+1 | xt, yt), where p denotes the transition probability. If this deviation is small, then 

Y does not have relevance on the transition probabilities of system X. Otherwise, if the deviation is large, 

then the assumption of a Markov process is not valid, because Y influence the transition of system X. 
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Where the sums are over all amplitude states, and the index T(Y Ÿ X) indicates the influence of Y on X. 

The transfer entropy is explicitly asymmetrical under the exchange of X and Y ð a similar expression 

exists for T(X Ÿ Y) ð and can thus be used to detect the directed exchange of information (e.g., 

information flow, or causal influence) between two systems. As a special case of the conditional Kullback-

Leibler entropy, transfer entropy is non-negative, any information flow between the two systems resulting 

in T>0. In the absence of information flow, i.e., if the state of system Y has no influence on the transition 

probabilities of system X, or if X and Y are completely synchronized, T(Y Ÿ X)=0 bit. 

 

For our experiments, we used the iCub active vision head, which is endowed with two cameras whose 

movements are decoupled and need to be coordinated in order for the robot to sample usable information 

from the environment. The attention system is in charge of selecting the orientation of both cameras in 

such a way that good information structure can be induced in the sensory-motor stream. From the 

literature we know that in the first few months of life, human infants develop characteristics features of the 

attention system such as vergence and smooth pursuit tracking. The questions we addressed are the 

following ones. (1) What mechanisms are responsible for the development of vergence and smooth 

pursuit? (2) Which are the key features that we have to take in account to reproduce these mechanisms 
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and the ensuing behaviours on the iCub? And (3) how can these principles be applied to more 

challenging tasks such as grasping. 

 

Our main hypothesis is that the sensor morphology restricts the possible set of actions that yield a high 

level of information structure. Such structure is important because without it the robot is not able to learn 

and without learning the robot cannot predict future sensory inputs or relations among signals, which in 

the end is the main purpose of a vision system. The two basic elements of our framework were inspired 

by nature, and are the following ones: (1) the combination of the left camera and right camera in one 

binocular single image; and (2) non-uniform sampling of the pixels in the image using a log polar 

transformation. The parameter M was used to increase or decrease the amount of pixels used in the log-

polar space 
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Figure 14: Log-Polar Transform of 60X60 Image. (A) Raw image. (B) Log-polar transform with 
M=20. (C) Inverse log-polar transform. (D) Log-polar transform with M=12. (E) Inverse log-polar 
transform. 

 

To perform our experiments we implemented two image processing modules, a tracker and a disparity 

map. With these we developed three experiments. (1) The robot was looking at a fixed area and a 

rotation cup was crossing its field of view. (2) The robot was tracking the rotating cup, and (3) the robot 

was looking at different cups in a specific sequence. Extensive information theoretic analyses of the 

collected time series show that the average of both images (which gives a binocular single image) 

restricts the information structure not just among pixels but also among pixels and actions in the vergence 

area. 
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Figure 15: Data from the Experiment (1). These are the frames saved in the experiment, they show 
a cup on a rotating table that is coming from behind and going out to the front. (A) The frames 
from the left camera. (B) The average images from the left and right. (C) Average inverse log polar 
transform. (D) Average log polar transform. (1) The pixels far from the centre (e.g. dotted circle) 
have less information structure than the pixels in the centre because the object is changing the 
size in the image for the rotation. (2) The average between left and right images, introduce a 
distortion in the pixels that are not in the vergence area (e.g. dotted circle). (3) The log polar 
transform has less receptors far from the centre increasing the distortion outside the centre (e.g. 
dotted circle). (4) The centre is not affected by the log polar transform neither for the average 
because the object is in the vergence region (e.g. dotted circle). 
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Figure 16: Results Experiment (1). In the figures A to D green is the right camera, black is the left 
camera, cyan is the average of both images and blue is the Average inverse log polar transform 
(A) Mutual information (B) Entropy (C) Complexity (D) integration. 
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Figure 17: Log Polar Pixels Information Structure from Experiment (1). In the figures A to D green 
is the right camera, black is the left camera, cyan is the average of both images, blue is the 
Average inverse log polar transform and red is the average log polar transform (A) Mutual 
information (B) Entropy (C) Complexity (D) integration. 
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Figure 18: Results Information Structure Pixels and Encoders Experiment (2). In the figures A to D 
cyan is the average of both images, blue is the Average inverse log polar transform and red is the 
average log polar transform (A) Mutual information (B) Entropy (C) Complexity (D) integration. 

 

We infer that the log-polar transform samples the image in such a way that, without damage to the overall 

structure, a smaller amount of pixels carries more good information structure. Consequently, the learning 

process of the agent improves because although there are a lower number of inputs, more associative 
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relations in the sensory stream are induced. Finally, control is required to coordinate the previous 

mechanisms, forcing a higher density of receptors in the area of vergence, and the better the control is, 

the higher the causal relations among actions and pixels. 

 

 

Figure 19: Causality Results with Different Controllers in Log Polar Image M Parameter Equal to 8 
in the Experiment (3). In the figures A to C appears the average per pixel of the 3DOF causality 
summation, blue is the sensor to motor and red is motor to sensor (A) Controlling all the 3DOF (B) 
One camera is tracking while the second one is moving in the same way (C) adding noise to the 
motion of the camera 

 

These results are relevant because they show that an appropriate morphology not only decreases the 

complexity of the processing problem, but also induces ñricherò input streams enabling the agent to learn 

faster and make better predictions. In order to enable the development of the controller through the 

interaction we can use, on the one hand, the information measures over the sensory-motor stream, 

however, this requires the calculation of multidimensional probability density functions which are 

computationally expensive requiring large number of data points for their estimation. On the other hand, 

we can use directly a measurement of the prediction quality that at the end is the agentôs objective 

function. 

 

The approach described above represents a new alternative to model the development of disparity 

learning, an ability that develops in human infants in the first few months of life, but has to our knowledge 

not yet been modelled as an unsupervised process in an artificial robot head. In future work, we will 

present an innovative approach where the sensory morphology constrain the possible set of actions, 

which allow the agent predict new sensory inputs. This ñintrinsic motivationò of prediction and 

understanding is what pushes the development of vergence and therefore the intrinsic knowledge of 

disparity. 
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UNIUP 

UNIUP has been working along five different lines of investigation. 

 

Action understanding ï We asked whether other peopleôs actions understood by projecting them onto 

oneôs own action programs and whether this mode of control is functioning in infants. Adultsô and infantsô 

gaze and hand movements were measured in two live situations. The task was either to move an object 

between two places in the visual field, or to observe the corresponding action performed by another 

person. When the subjects performed the action, infants and adults behaved strikingly similar. They 

initiated the hand and gaze movements simultaneously and gaze arrived at the goal ahead of the hand. 

When observing such actions, the initiation of the gaze shifts was delayed relative to the observed 

movement in both infants and adults but gaze still arrived at the goal ahead of the hand. The infantsô gaze 

shifts, however, were more delayed at the start, less proactive at the goal, and showed kinematic 

variability indicating that this mode of functioning is somewhat unstable in 10-month-old infants. In 

summary, the results showed that both adults and infants perceive the goal of the action and move gaze 

there ahead of time, but they did not support the idea of a strict matching of the kinematics between the 

eye movements carried out when performing and observing actions. 

 

Spatial knowledge ï Two studies on infantsô understanding of spatial relationships between objects were 

finished and published during the period.  In the first one we investigated infants ability to choose the right 

size and form of an object to be inserted into an aperture (European Journal of Developmental 

Psychology). In the other one 3 experiments were reported that investigated changes from 15 to 30 

months of age in childrenôs (N = 114) mastery of relations between an object and an aperture, supporting 

surface, or form. When choosing between objects to insert into an aperture, older children selected 

objects of an appropriate size and shape, but younger children showed little selectivity. Further 

experiments probed the sources of younger childrenôs difficulty by comparing childrenôs performance 

placing a target object in a hole, on a 2-dimensional form, or atop another solid object. Together, the 

findings suggest that some factors limiting adultsô object representations, including the difficulty of 

comparing the shapes of positive and negative spaces and of representing shapes in 3 dimensions, 

contribute to young childrenôs errors in manipulating objects (Child Development). 

 

Predictive actions ï A study investigating infants ability to reach predictively for a rotating rod was 

finished and published. Hand adjustments of 6- and 10-month-old infants and adults were studied as they 

reached to grasp a rotating rod. It was found that the subjects in all three age groups adjusted the hand 

prospectively to the rotating rod during the approach of it. They also adjusted the reaches to the rotating 

rod in such a way that almost all of the grasps were overhand ones as predicted by the endpoint comfort 

hypothesis. Finally, it was found that the rotation of the hand was made up of movement units as 

translational movements are, and that the approach units were relatively independent of the rotational 

ones (Zeitschrift für Entwickelungspsychologie und Pädagogische Psychologie). 

 

Eye-neck coordination ï A study of eye-neck coordination in the icub was finished in collaboration with 

IST. We described a method for the coordination of eye and neck motions in the control of a humanoid 

robotic head. Based on the characteristics of human oculomotor behavior, we formulated the target 

tracking problem in an state-space control framework and show that suitable controller gains can be 
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either manually tuned with optimal control techniques or learned from bio-mechanical data recorded in 

human subjects. The basic controller relies on eye-neck proprioceptive feedback. In biological system, 

vestibular signals and target prediction compensate for external motions and allow target tracking with 

low lag. We provide ways to integrate inertial and prediction signals in the basic control architecture, 

whenever these are available. We demonstrate the ability of the method in replicating the behavior of 

subjects with different ages and show results obtained through a real-time implementation in a humanoid 

platform (ICDL2009). 

 

Sensorimotor development in premature children ï Studies of eye tracking and reaching in very 

prematurely born infants (before week 32 GA). The effects of premature birth could either enhance the 

developments of basic functions by providing access to the external environment at an earlier age, or 

corrupting these developments by interrupting the access of basic nourishments and other supports from 

the intra-uterine environment. Smooth pursuit eye tracking and reaching for moving objects were studied 

in 113 premature infants The basic results show that premature birth obstructs the development of both 

these basic functions but that experiential factors will help the infants to regain them later on. These 

studies are of crucial importance for the understanding of the interaction between biological and 

experiential factors in early development (manuscripts 9-12). 
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UNIFE 

The main aim was to study and model the development of sensorimotor coordination and sensorimotor 

mapping. UNIFE was particularly involved in addressing the ontogenetic cues for sensorimotor 

coordination. 

 

Task 3.1: Modelling the ontogenesis of gaze control and eye-head coordination, for example to study and 

model oculomotor involvement in orienting of visuospatial attention and visuomotor priming in object-

directed actions. 

 

In order to study and model oculomotor involvement in orienting of visuospatial attention, UNIFE and IST 

collaborated to perform an experiment based on recent behavioural data indicating that gaze direction 

triggers reflexive shifts of attention toward the gazed-at location. 

 

We decided to investigate the efficiency of directing attention determined by the robot gaze in comparison 

to real human gaze, to face drawing gaze, and to arrow pointing. Moreover, differently from what 

previously done in literature, the to-be-responded target was an LED not lying on the same plane as the 

cue, but in the space between the cue and the subject. Two are the main goals of the experiment. The 

first one concerns the comparison of effectiveness in orienting of attention between the drawing of a 

schematic face apparently moving its eyes, and the real face of an experimenter seated in front of the 

subject and directing his gaze. In literature, only schematic drawings, or static face pictures have been 

used. The second goal addresses the way in which individuals consider the iCub: is it considered more 

similar to the drawing of a schematic face or to a real human face? In other words, is the effectiveness in 

orienting of attention determined by the direction of the iCub gaze, more similar to that obtained by 

observing gaze direction in a schematic face or in a human face? 

 

In order to answer these questions we performed an experiment in which participants were required to 

press a button as soon as an LED placed on their right or on their left was switched on (see the figure 

below). 
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Before the appearance of the imperative stimulus, four different experimental situations, each of them 

presented separately in different experimental sessions, could be presented: 

 

1. a central horizontal arrow pointing either towards the left or towards the right; 

2. a schematic face with its eyes deviated either towards the left or towards the right; 

3. the iCub directing its gaze towards the left or towards the right; 

4. the experimenter directing his gaze towards the left or towards the right. 

 

During the last year we decided to slightly modify the experimental set-up with respect to that reported in 

the previous periodic report in order to simplify it and to really focus our study on the sharing of attention 

on the target position between participant and experimenter/robot. Consequently, we changed the 

position of the target and we considered the intervals between cue and target presentation only of 200 

ms. Finally, we introduced catch trials (cue present, target absent: the participant has to refrain from 

responding) to ensure that responses are based on target detection and not triggered by cue appearance. 

 

 

Figure 20: Experiment where participants were required to press a button as soon as an LED 
placed on their right or on their left was switched on (see text for details). 

 

Results (see Figure 22) indicated that all the four types of cues determine an orienting of attention 

towards the cued hemifield. However, there was a significant difference between reaction times in 

response to human and schematic face cues and a tendency to a significant difference between human 

and arrow as well as robot cues. 
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Figure 21: The experimental setup. 

 

 

Figure 22: A (arrow); F (schematic face); R (robot); H (human) 

 

Therefore, present results suggest that a schematic face and the iCub face as well are considered 

different from the real human face. Present paradigm, therefore, could be useful in testing the efficacy of 

future more developed robot aspect or behaviour to determine the same effects of a real human face. 

 

Task 3.2: Modelling the ontogenesis of functional reaching and grasping of arm-hand cooperation 

(Grasping - haptic) to study aspects such as how to predict reaching/grasping outcomes and how to code 

action goals. 

 

(a) We previously reported an experiment testing the ability to predict the instant at which a grasping 

hand touches an object. To this purpose we presented subjects with two different grasping actions: the 

one most suitable for the presented object and a less appropriate one. Subjects were required to detect 

the instant at which the demonstratorôs hand touched the object. In a further condition, subjects were 

required to detect the outcome of an action performed by a robotic arm moving with constant kinematics. 

Results showed that while in the case of robot grasping subjects responded before the touch instant, in 

the case of human grasping the response followed the touch instant, but occurred much earlier than 

simple reaction times. This demonstrates that subjects were able to predict the outcome of the seen 

action. The predictive capability was specifically enhanced during observation of the ñsuitableò grasping. 

We interpreted these results as an indication of the synergic contribution of both object-related 



 

Date: 11/12/09 
Version: No. 1.0 

 Page 49 of 153 

 
 

 

(canonical) and action-related (mirror) neurons during observation of actions directed towards graspable 

objects. 

 

In a further work we wanted to challenge the hypothesis that the facilitation in the responses is 

determined by the contextual constraints limiting the observed grasping execution (in this case, 

biomechanical constraints), and not possibly due to a faster visual recognition of a particular hand posture 

configuration. To this purpose, the same paradigm used by Craighero et al. (2008) was used, but 

responses to the same grasp were compared when observed to take an object and to take that same 

object rotated of 90°, consequently requiring a different hand-object interaction to be efficiently grasped. 

To further test this hypothesis, we wanted to verify if also the hand used by the agent influences the 

detection. To this purpose, the agent grasped the object by using either her right or her left hand, but the 

position of the object was such that the difficulty in grasping execution was the same for both hands. 

 

 

Figure 23: Schematic representation of the object orientation in the two sessions (Large Object, 
Small Object), and of the type of grasping used by the experimenter (Perpendicular Grasping, 
Parallel Grasping) in each session. The arrow represents the fingerôs opposition space, and the 
labels óthumbô and óindexô refer to the position of these fingers from the experimenterôs 
perspective when using her right hand for grasping. When using her left hand, the position of the 
thumb and index finger were inverted, but only regarding the Parallel Grasping. 

 

Results confirmed those found by Craighero et al. (2008) regarding the large object, and confirmed that 

the detection of the time-to-contact (mean=70 ms) was faster than usual simple reaction times (usually 

not faster than 100-120 ms). Finally, the statistical significance of the interaction indicates that responses 

to the same grasping are modulated by the to-be-grasped object, and that different objectsô physical 

properties facilitate the detection of the time-to-contact of different types of grasping. 
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Figure 24: Response times (RTs; time-lag between the instant at which the demonstrator touched 
the object with either index finger or thumb and the instant at which the participant touched the 
pad) for Perpendicular and Parallel grasping towards the Large and the Small object are shown. 

 

In order to verify if the involvement of the motor system is causal for action observation, a simplified 

version of the same task was submitted to 14 hemiplegic patients matched with normal controls. Only 

Large object was presented. Results indicated that hemiplegic patients did not show any difference in 

reaction times between suitable (Perpendicular) and not suitable (Parallel) grasping observation, strongly 

suggesting that the actual possibility to execute observed actions has an important role in action 

detection. 

 

 Perpendicular Parallel 

Patients 

Controls 

 

 

(b) Functional brain studies showed that the human mirror system responds similarly to the primate mirror 

neuron system, and relies on an inferior frontal, premotor, and inferior parietal cortical network. 

Furthermore, this mirror system is more activated when subjects observe movements for which they have 
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developed a specific competence or when they listen to rehearsed musical pieces compared with music 

they had never played before. Though humans rely greatly on vision, individuals who lack sight since birth 

still retain the ability to learn actions and behaviours from others. To what extent is this ability dependent 

on visual experience? Is the human mirror system capable of interpreting nonvisual information to acquire 

knowledge about the others? 

 

The mirror system is also recruited when individuals receive sufficient clues to understand the meaning of 

the occurring action with no access to visual features, such as when they only listen to the sound of 

actions or to action-related sentences. In addition, neural activity in the mirror system while listening to 

action sounds is sufficient to discriminate which of two actions another individual has performed. Thus, 

while these findings suggest that mirror system may be activated also by hearing, they do not rule out that 

its recruitment may be the consequence of a sound-elicited mental representation of actions through 

visually based motor imagery. 

 

We used functional magnetic resonance imaging (fMRI) to address the role of visual experience on the 

functional development of the human mirror system. Specifically, we determined whether an efficient 

mirror system also develops in individuals who have never had any visual experience. We hypothesized 

that similar mirror areas that further process visually perceived information of othersô actions and 

intentions are capable of processing the same information acquired through nonvisual sensory modalities, 

such as hearing. Additionally, we hypothesized that individuals would show a stronger response to those 

action sounds that are part of their motor repertoire. 

 

To this purpose, we used an fMRI sparse sampling six-run block design to examine neural activity in blind 

and sighted healthy volunteers while they alternated between auditory presentation of hand-executed 

actions (e.g., cutting paper with scissors) or environmental sounds (e.g., rainstorm), and execution of a 

ñvirtualò tool or object manipulation task (motor pantomime). 

Results show that in congenitally blind individuals, aural presentation of familiar actions compared with 

the environmental sounds elicited patterns of neural activation involving premotor, temporal, and parietal 

cortex, mostly in the left hemisphere, similar to those observed in sighted subjects during both aural and 

visual presentation. 

 

These findings demonstrate that a left premotorïtemporo-parietal network subserves action perception 

through hearing in blind individuals who have never had any visual experience, and that this network 

overlaps with the left-lateralized mirror system network that was activated by visual and auditory stimuli in 

the sighted group. Thus, the mirror system can develop in the absence of sight and can process 

information about actions that is not visual. Further, the results in congenitally blind individuals 

unequivocally demonstrate that the sound of an action engages human mirror system brain areas for 

action schemas that have not been learned through the visual modality. 
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Figure 25: Statistical maps showing brain regions activated during listening to familiar action 
compared with environmental sounds, and during the motor pantomime of action compared with 
rest (corrected p<0.05). In both sighted and congenitally blind individual, aural presentation of 
familiar actions compared with the environmental sounds elicited similar patterns of activation 
involving a left-lateralized premotor, temporal, and parietal cortical network. Hand motor 
pantomimes evoked bilateral activations in premotor and sensorimotor areas. Auditory mirror 
voxels are shown in yellow as overlap between the two task conditions in the bottom row. 
Spatially normalized activations are projected onto a single-subject left hemisphere template in 
Talairach space. 

 

Task 3.10: Electrophysiological study of human sensorimotor representations. 

 

This is an ambitious and promising project which associates fMRI on individual patients, 

electrophysiology and neuropsychological testing. The present study starts from the unique opportunity 

that derives from collaboration between the Neurosurgery Division of Udine Hospital, the Ferrara 

University and the Italian Institute of Technology, to study the border of brain cancers by 

electrophysiological techniques (i.e., single neurons). The possibility to record single neuron activity in 

awake humans will give essential elements to reveal the intimate mechanisms of sensorimotor integration 

in humans: before surgery, patients are investigated by using functional magnetic resonance imaging 

(fMRI) and high resolution electroencephalography (hr-EEG), during sensorimotor and cognitive tasks 

that are specifically selected according to the lesion site (e.g., if the lesion is located close to the hand 

representation of the primary motor cortex, the task will require hand mobilization, sensory stimulation, 

hand action observation, etc.). During surgery, similar tasks are performed by the patients (during single 

unit recordings) giving therefore the terms for the comparison between results arising from the different 

techniques. Our aim is to provide physiological data about cortical areas that until now have been rarely 

studied with microelectrode-based electrophysiological techniques. This is because, in our approach, 


