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I. INTRODUCTION

Social interaction plays a vital role in a child’s development.
At an early age, children acquire basic social skills, such as
mutual gaze and turn-taking, that serve as a scaffold for more
sophisticated forms of socially-mediated learning, including
language. Children learn these skills through interaction with
their caretakers, motivated by intrinsic social drives that cause
them to seek out prolonged social engagement as a fundamen-
tally rewarding experience. It is desirable to have robots learn
to interact in a similar manner, both to gain insight into how
social skills may develop and to achieve the goal of natural
human-robot interaction. This paper describes a system for the
learning of behavior sequences based on rewards arising from
social cues, allowing the iCub, a childlike humanoid robot
with a developmentally-inspired design, to engage a human
participant in a social interaction game.

II. SociAL CUES
A. Visual Attention

Gaze is a powerful social cue. It is also one that becomes
socially significant at an early developmental stage; even
young infants are responsive to other’s gaze direction [1]. The
simplest gaze cue, and one that is the basis and developmental
precursor to more complex gaze behaviors such as joint
attention, is the recognition having another’s visual attention
[2]. This ability is crucial in a social context, as it provides
valuable feedback about whether one is interacting with (or
has the potential to interact with) someone or whether you are
disengaged and merely sharing the same space. While there
has been work done in the field of robotics using human gaze
patterns to reproduce natural-appearing gaze in robots [3], [4],
there has been no work explicitly modeling the role of gaze as
a form of social feedback that may guide the robot’s overall
behavior. In this system, a gaze tracker worn by the human
participant is used to collect gaze direction data in real time as
sensor input for the robot (and a potential source of reward).

B. Turn-taking

Turn-taking plays a fundamental role in regulating human-
human social interaction and communication whereby role-
switching and the dynamics are not determined by external
forces but emerge from the interaction. It has vital implications
in many areas like robot-assisted therapy, especially in studies

related to children with autism, where turn-taking games have
been used to engage the children in social interaction [5]. Turn-
taking is a skill that children begin to develop early in life.
Caretakers teach infants how to engage in turn-taking through
interacting with them [6]. The cues that regulate turn-taking
are multimodal, and may be either general or task-based.

We hypothesize that fluid turn-taking requires attention to
the recent history of both one’s own and the other’s actions in
order to anticipate and prepare for the shift in roles. In light of
this, the robot’s control architecture incorporates a short term
memory over the recent history of sensor data relevant to the
regulation of turn-taking (to be described in Section IV). Two
forms of non-verbal turn-taking are supported in this interac-
tion, drumming and peek-a-boo. Drumming allows the human
and robot to engage in turn-taking with clearly defined and
easily detectable beginnings and endings. Studies on emergent
turn-taking in a drumming interaction have been carried out by
the authors previously using a similar childlike humanoid robot
[7]. Peek-a-boo is more ambiguous (given sensing limitations)
but well understood by human participants, and has also been
studied before in embodied human-robot interaction [8].

III. THE INTERACTION HISTORY ARCHITECTURE

This research extends past work on the iCub using the
Interaction History Architecture (IHA). IHA is a system for
learning behavior sequences for interaction based on grounded
sensorimotor histories. While the robot acts, it builds up
a memory of past “experiences” (distributions of sensors,
encoders, and internal variables based on a short-term temporal
window). Each experience is associated with the action the
robot was executing when it was recorded, as well as a reward
value based on properties of the experience. These experiences
are organized for the purpose of recall using information
distance as a metric. As the robot acts, the most similar past
experience to its current state is found, and new actions are
probabilistically selected based on their reward value. For a
full description of the architecture, see the journal article [8].

IV. SHORT TERM MEMORY

In addition to a dynamic memory of sensorimotor experi-
ence and associated rewards, it is also useful to have a more
detailed, fully sequential memory of very recent experience.
This is especially true for skills such as turn-taking, where



Fig. 1. A person interacts with the iCub using the gaze tracker and drum.

the recent history of relationships between one’s own and
another’s actions must be attended and responded to. While
the experience metric space preserves some ordering of experi-
ences (so that rewards over future horizons may be computed),
there is not a mechanism to recall the most recent experience,
only the most similar. Additionally, experiences aggregate data
over a window of time, eliminating potentially useful fine-
grained information about changes in sensor values. The short
term working memory preserves temporal information about
the sensorimotor data over the span of several past experiences.
This is especially important for guiding social interactions
as it allows rewards to be designed based on these histories
of interaction, rather than just the instantaneous state of the
interaction that the robot is currently experiencing.

V. DEVELOPING SOCIAL INTERACTION

In order to demonstrate these concepts, rewards based on
social drives are designed to influence the development of
behaviour in an open-ended face-to-face interaction game
between the iCub and a human. This work is an extension
of an earlier application of IHA to the learning of the game
peek-a-boo on the iCub to allow more types of interaction and
social cues. The human participant interacts with the robot
and may provide it with positive social feedback using their
presence and gaze direction, as well as by playing a drum. The
rewards representing these social drives for human presence,
visual attention, and synchronized turn-taking may be based
on the current state of the robot’s sensorimotor experience
or on the history of experience represented in its short term
memory. The robot uses this feedback to acquire behavior that
leads to sustained interaction with the human.

The robot comes to associate sequences of simple actions
and gestures, such as waving or hitting the drum, executed
under certain conditions with successful interaction based on
its past experience. The pre-defined actions that the robot
chooses among may be either low-level motions that don’t
have meaning except as part of a sequence or movements
that have an (implicit) goal, such as an arm motion to hit
the drum. There is no distinction in how these actions are
represented internally to the architecture, and both kinds of
actions may make up parts of learned behavior sequences.
The extended Interaction History Architecture is intended to
support the robot developing different socially communicative,
scaffolded behaviours in the course of temporally extended
social interactions with humans by making use of social

drives and its own first-person experience of sensorimotor flow
during social interaction dynamics.

VI. FUTURE WORK

The role of learning in this system is currently restricted
to learning the experience space and the associations between
experiences and rewards in order to find effective behavior
sequences . But there are many opportunities to extend the role
of learning in this system to produce social behavior in a more
developmentally plausible manner. While the relationships
between sensors monitored for feedback about turn-taking
were predefined in this case, one could instead use statistical
methods to discover which sensor channels are associated and
predictive of one another. This would allow for task-specific
turn-taking cues to be discovered, as well as general task-
invariant cues. And while gaze is used in this system as a
form of social feedback, the robot has no active gaze behavior.
It would be interesting to learn action sequences for gaze
behavior as well, especially gaze used to regulate turn-taking.

There is also the opportunity to engage in meta-learning
about the learned behavior sequences. The topology of the
experience metric space could be used to make generalizations
about experiences, using the clustering of experiences to
identify closely related behaviors or interactions. The ability to
make aggregate representations of these clusters that capture
their fundamental properties could reduce the computational
cost of finding similar experiences, while possibly allowing
for more powerful predictions based on current experience,
opening up the potential of anticipating the actions of others
or even recognizing intent.
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